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The absorption of a photon by a hydroxy-aromatic photoacid triggers a cascade of events contributing to the
overall phenomenon of intermolecular excited-state proton transfer. The fundamental steps involved were
studied over the last 20 years using a combination of theoretical and experimental techniques. They are surveyed
in this sequel in sequential order, from fast to slow. The excitation triggers an intramolecular charge transfer
to the ring system, which is more prominent for the anionic base than the acid. The charge redistribution, in
turn, triggers changes in hydrogen-bond strengths that set the stage for the proton-transfer step itself. This
step is strongly influenced by the solvent, resulting in unusual dependence of the dissociation rate coefficient
on water content, temperature, and isotopic substitution. The photolyzed proton can diffuse in the aqueous
solution in a mechanism that involves collective changes in hydrogen-bonding. On longer times, it may
recombine adiabatically with the excited base or quench it. The theory for these diffusion-influenced geminate
reactions has been developed, showing nice agreement with experiment. Finally, the effect of inert salts,
bases, and acids on these reactions is analyzed.

|. Introduction SCHEME 1: Structure of 20H with the Atom

Certain aromatic dye molecules undergo a dramatic changeNumberlng Used in This Sequel

in their acidity upon electronic excitation. Photoacids (such as 2 ! OH
hydroxyaryls and aromatic amines) increase their acidity,
whereas photobases (such as nitrogen heteroaromatics) increase
their basicity. The effect has first been investigated Bystey 6 5 3

and Wellert2 and several reviews have since been written on 5 1

this class of reactionk.2 When the acidic and basic moieties o

exist in proximity within the same molecule, one observes SCHEME 2: Cycle of 20H Excitation and
intramolecular excited-state (ES) proton transfer (PtP)Oth- Photodissociatior}

erwise, the reaction is intermolecular: either bimolecular or OH ‘ o
pseudo-unimolecular, such as in the case of excited-state protory, 4 + Ht
transfer (ESPT) to solvent. The long-standing interest in the ‘k_
photoacidity phenomenon is, from basic science perspective, a
because it allows the investigation of fast proton-transfer
reactions and, from a practical point of view, as a means of Vror Vro-
generating protons at a specified instant of time.
OH o~
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T Abbreviations: 10H, 1-naphthol; 1N4S, 1-hydroxynaphthalene-4-
sulfonate; 20H, 2-naphthol; 20Me, 2-methoxynaphthol; 2N6S, 2-hydroxy-
naphthalene-6-sulfonate; 2N68DS, 2-hydroxynaphthalene-6,8-disulfonate; ROH RO™
4WM, 4 water molecule model; 5CN1, 5-cyano-1-naphthol; 5CN2 or 5CN,
5-cyano-2-naphthol; 6CN, 6-cyano-2-naphthol, etc.; 5CN20D, deuterated ) . .
5CN; 5MS1N, 5-(methanesulfonyl)-1-naphthol; BEBO, bond enetmpynd For concreteness, we focus in this review on hydroxyaryls
order; BO, bond order; DCN2, 5,8-dicyano-2-naphthol; DH, Detiytéckel; (ROH, where R is an aromatic ring system) such as 2-naphthol

DMSO, dimethyl sulfoxide; DSE, DebyeSmoluchowski equation; ES, . L
excited state; ESPT, excited-state proton transfer; EtOH, ethanol; EvB, (20H, Scheme 1) and its derivatives. Thiéapvalue of 20H

empirical valence bond; GS, ground state; HB, hydrogen bond; HPTS, drops from 9.5 in the ground,gSelectronic state to 2.8 in its

8-hydroxypyrene-1,3,6-trisulfonate; ICT, intramolecular charge transfer; IR, ¢ ; ; ;
infrared; IRF, instrument response function; ISM, intersecting-state model; first excited singlet state,;S(We often designate the ES by an

KIE, kinetic isotope effect; MPK1, multi-particle kernel 1; MS-EVB, multi- ~ asterisk and its ¥, value by K3). The full cycle that it
state empirical valence bond; R2PI, resonance 2-photon ionization; S, solventyndergoes following photon absorption is known as tha sk
molecule; SSDP, spherical symmetric diffusion problem; TCSPC, time- ” . . .

correlated single photon counting; TEBO, total effective bond order; TS, cycle” and is depicted in Scheme 2. In the ground state (GS),
transition state; USA, unified Smoluchowski approximation. the acid form dominates, and it is converted to an excited 20H
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SCHEME 3: Structure of Four 20H Cyano Derivatives
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Figure 1. Steady-state fluorescence spectrum of 20H and its 5-cyano
7-cyano-2-naphthol (TCN) 8-cyano-2-naphthol (8CN) derivative in pure methanol. Adapted from Figure 4 of ref 17.

o _investigation of ESPT can be extended to a variety of solvents
molecule by photoexcitation. The latter undergoes a reaction pegjdes watets-18

of ESPT to solvent As an example, Figure 1 compares the steady-state fluores-
cence spectrum of 20H and 5-cyano-2-naphthol (5CN) in

R*OH g R*O” + H" 11 methanol. 20H dogs not transfer its proton to pure methanol,

ka (1.1) and therefore only its ROH band (350 nm) appears. For 5CN,

| ko | ko ESPT to methanol does occur. Therefore, in addition to its ROH

band (388 nm) a strongly red-shifted R@and appears (around
Its dissociation rate constantkig where 1Kq is typically in the 510 nm). In addition, the ROH band is also red shifted with
range of 11000 ps. The dissociation process generates the respect to that of 20H, which shows that the cyano substituent

(R*O~/H™) ion pair at their “contact” distance, from which stabilizes both forms of the excited 20H, a phenomenon that

they may associate with the rate constapfThe separation of  will be discussed below.

the partners over a distanceequires overcoming an attractive During the course of an ESPT reaction (Scheme 2), one may

electrostatic potential(r) (in units of the thermal energiT). envision numerous consecutive elementary processes occurring
Thus, the overall acid constant (equilibrium dissociation con- over some 8 decades in time, from subfemtosecond to sub-
stant) isK} = kq exp[V(a)]/ks, and K} = — log K. microsecond time scales. The present report is possibly the first

Both excited species, R*OH and R*Qdecay to their ground  unified exposition of this sequel, from the fastest to slowest
state in a few (typically, £10) nanoseconds, by a combination time scales. Though most of the observations below could be
of radiative and nonradiative processes (rate constgrasd quite general, some might nevertheless be restricted to naphthol
ki, respectively). The light emitted (termed “fluorescence” and similar hydroxy-aromatic derivatives.
because of the singlet level involved), occurs at different  The fundamental processes to be discussed include electronic
wavelengths for the acid and base. Because dissociation is moraedistribution upon excitation (subfemtosecond), hydrogen-bond
downhill in S, the § — S gap is smaller for the anion, so that  (HB) rearrangements near the OH group (femtosecond), proton
the R*O fluorescence is red shifted as compared with that of dissociation followed by proton solvation and mobility (pico-
the R*OH. For example, the peak fluorescence frequencies of second), geminate recombination of the dissociated proton with
20H are 350 and 420 nm for the acid and base forms, the conjugate photobase, quenching and ES decay (hanosecond).
respectivelyt! These two frequencies, together with the GS,p These slower processes are distinctly diffusion-influeri€ed;
could allow one to calculateK] via this Faster cycle. Such a  hence their study also sheds light on the features of such
determination may be inaccurate, because the solvent relaxegeactions in solution. These reactions are further complicated
around the R*OH after excitation, and around the R*&iter in the presence of salts, bases, or acids. The main theoretical
proton dissociation. Some aspects of these relaxation processetols required for treating these reactions are presented, together
are discussed below, as well as a more accurate diffusion modeMith their corresponding experimental verification. At the end,
for determining the two rate coefficients and hence thg p @ few applications of ESPT are mentioned, but their compre-
value. hensive discussion requires a separate review article.

To probe the reaction over a wider range of photoacidities, ) o
it is useful to consider a whole class of 20H derivatives. Scheme !I- Electronic Redistribution
3 shows the structure of four cyano-substituted 20H molecules, The first event that occurs upon excitation is redistribution
synthesized by Tolbert and collaboratétsThe K, and <} of the s electron cloud, producing the electron-density charac-
values are indicated near each structdré.It is evident that teristic of the excited Sstate. Wellet? first proposed that this
the “electron-withdrawing” CN group makes these molecules involves intramolecular charge transfer (ICT) from the oxygen
more acidic than 20H: Slightly so irbSand more dramatically  atom to the aromatic ring system. The reduced electron density
so in §. These dye molecules can thus transfer their proton on the hydroxyl group weakens the OH bond, making proton
not only to water but also to various alcohols. The doubly dissociation more facile, whereas the excess electron density
substituted CN derivatives (not shown) are almost as strong asmigrates in naphthols to the distal ring (namely, the one not
a mineral acid [e.g., K, = —4.5 for 5,8-dicyano-2-naphthol  attached to the OH groupf* 25
(DCN2)]. They can undergo proton transfer to various organic  This description is somewhat misleading, because it creates
solvents, such as dimethyl sulfoxide (DMSO). Thus the the impression that the origin of the enhanced photoacidity is
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Figure 2. Correlation of the calculaté¥gas-phase Mulliken charge
on the oxygen atom of 20H and its cyano derivatives (5CN, 6CN,
7CN, 8CN and DCN2) with their experimental acidity constants in
solution (see Scheme 3). Adapted from Figure 3 of ref 29.

in the acid forn?® However, if ICT occurs spontaneously, it
should stabilize the R*OH, and this would make its dissociation
more uphill. Therefore, the increase kg must arise from an
even larger ICT effect on the R*QCanion, where a full formal
charge needs to be delocalizZ€&327This has been verified by

ab initio calculations on phenol ang-cyanophenol, whose
dipole moments show a significant decrease in absolute value
upon excitation only for the anionic ba%e.

Naphthols and their derivatives (as well as ortho- and meta-
substituted phenol) have a lower symmetry than phenol, and
therefore the variation in dipole moment is not a good monitor
for the charge distribution. In these cases one could still learn
about the ICT effect by probing the molecular charge distribution
directly. Using the AMPAC 6.55 packag&we have performed
extensive semiempirical AM1 calculations on gas-phase 20H
and its cyano derivatives, for both acid and basic forms in their
first 3 singlet state®? (The study includes the mono-cyano
derivatives and DCN2). Let us consider the observed effects
on the oxygen end and the aromatic rings.

A. Effects at the Oxygen End.From the ICT ansatz, one
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SCHEME 4: Five Possible Quinoid Resonance Structures
of 2-Naphtholate in Its GS
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Thus excitation further shortens the-O bond, indicating an
enhanced double-bond character with increasing ICT effect.
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Figure 3. Correlation of the calculatéiC—0O bond lengths in gas-
phase RO (circles), with the GS solution-phase acidity constant of
20H and its cyano derivatives. Full line correlates the bond lengths in
S, whereas the dashed line is for. @dapted from Figure 4 in ref 29.

B. Effect on the Aromatic Rings. The charge density that

may expect a decrease in the electronic charge density on themigrates from the oxygen does not disperse uniformly on the
oxygen atom upon excitation, which should be larger for the aromatic rings but is rather directed toward specific sites. Figure
anion than for the acid and should further increase for more 4 shows a color-coded electron-density map of the acid and
acidic photoacids. The results in Figure 2 verify this expecta- base forms of 20H in their first two singlet states, as deduced
tion.?° It correlates the Mulliken charges on the oxygen atom from the AM1 calculationg® As usual, red represents the most

(o) with the corresponding experimental solution-phakg p
and (K} values. For each of the six molecules studied, four
data points are included in the figure: fog &d § (right and
left of the dashed line, respectively) and the acid and base forms
(squares and circles, respectively). For ROH the charge is small
and varies only slightly with theKy. For RO the charge is
large and varies more conspicuously, particularly when the
transition from g to S, is considered. The calculation thus
directly verifies the operation of the ICT effect, which is small
for the acid and large for the base.

Additional support for the ICT effect is obtained from the
calculated G-O bond lengthg® In GS 20H, it is around 1.37
A for the acid, shortening to 1.26 A in the anion. Thus the GS

positive atoms, yellow is neutral, and blue is the most negative.

For ROH, the ring charges are relatively uniform, except at
the sites immediately adjacent to the OH group. There is some
excess electronic charge in position 1 and some deficiency in
position 2. Upon excitation, the charge from the oxygen moves
predominantly to position 3. In particular, there is no electron-
density transfer to the distal ring (the total charge in positions
5—10 remains constant). Although this contrasts with the
conventional view of the ICT effect, it may be due to the lack
of solvent in these calculations (see discussion in section IlIC
below).

The situation is different for the ROwith its formal —1
charge. Already in the GS some of this charge finds its way to

anion is stabilized by a quinoid resonance structure (Schemethe aromatic ring sites. As compared with GS ROH, the sites

4), with the negative charge distributed on the indicated ring that gain most of the electron density are 1, 3, 6, 8, and 10

sites. Electron-withdrawing cyano substituents further shorten (whereas carbon 2 becomes more positive). These electron-
this bond. Figure 3 shows a remarkable correlation between theenriched positions coincide with the location of the excess

calculated GO bond lengths in the ROderivatives and the  charge in the five possible resonance structures of 2-naphtholate
GS K, values. Two distinct correlation lines are observed: The (Scheme 4). The valence-bond picture is thus quite useful for

upper one for gand the lower one (more scattered) for S  the GS.
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RO-

Figure 4. Electron density on 2-naphthol (ROH) and 2-naphtholate
(RO") in their first two singlet states. From Tables 3 and 5 of ref 29.
Color code: red, most positive; orange, slightly positive; yellow, neutral;
green, slightly negative; blue, most negative.

ROH

Upon excitation to § we find pronounced changes in the
ring charge densities. In the proximal ring, the electronic charge
diminishes in position 1 and increases in position 3. This is
similar to the behavior observed for ROH, only larger. Unlike
the case of ROH, there is now charge migration to the distal

ring, predominantly to sites 5 and 8 (whereas the charge density
on position 6 diminishes). Though this agrees with the conjecture

of ICT to thedistalring, the valence-bond structures in Scheme
4 are not useful in explaining it (in particular, there is no
resonance structure with negative charge at C5).

C. Experimental pK, Values. The electronic distributions

Agmon

SCHEME 5: Carbon—Carbon Bond Lenths in
2-Naphtholate § (Upper Entries) and S; (Lower Entries)
States (from Table 8 of Ref 29)
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D. Photoacidity and Aromaticity. The classical explanation
of photoacidity via the ICT effect leaves several open questions:

(&) Why is ES-ICT from the oxygen center larger for the
anion than the ROH form?

(b) Why is the charge in the distal ring enhanaady by
exciting the anion?

(c) Why is photoacidity observed only for aromatic dyes?

To understand these issues, it is useful to consider some basic
notions in the study of aromaticifi?.Small aromatic molecules
often conform to Hakel's 4n + 2 rule3! Benzene is an aromatic
molecule i = 1) whereas cyclobutadiene, with its # electrons
(n=1), is anti-aromatic. As a result, its GS structure is distorted
from square-planar to a rectangle, with two short (“double”)
bonds and two long (“single”) bonds. Although it is known that
it becomes aromatic in its first triplet stateifTonly recently
was it pointed out that cyclobutadiene is a perfectly square
aromatic molecule also in its; State32 Thus the aromatic/anti-
aromatic character of a small ring system inverts betwegn S
and S.

For 2-naphtholate, any attempt to delocalize a pair of oxygen
electrons on the aromatic rings createsnardelectron system
(n = 3), which should possess some anti-aromatic character in
the GS. As a result, the structure should distort, leading to
alternating short/long €C bonds around the ring. This was

discussed above explain the large enhancement of photoacidityerified by the AM1 calculation3® which show larger bond

by electron-withdrawing cyano substituents on the distal ring. alternation for the GS anion (Scheme 5) than for the acid. In

Because ICT to the distal ring occurs only for the anion, but the ES, we expect the anion to become more aromatic, and this

not for the acid (where charge migrates to the proximal ring), is indeed manifested by diminishing-< bond-length alterna-

these distal substituents are expected to stabilize eXC'USiVG'ytion (Scheme 5) The reduction in the anti-aromatic character

the anionic base. The ES reaction thus becomes more dOthi”,a”OWS the distal ring of R*O to accept some of the electron

resulting in enhanced photoacidity. density from the oxygen, with a net effect of stabilizing the
The cyano substituents are sensitive not only to the averageexcited anion.

charge of the distal ring, but even to the site to site charge

modulations. Thus the charge variations in positiors8 of

the 20H anion (Figure 4) may explain the experimentg&} p

yalues for the corresponding cyano derivatives, as summarized Changes in electron density may be probed by spectral shifts
in Scheme 3. In the GS of ROpositions 6 and 8 are the most  ;, gjther the absorption or the emission spectra. In addition, a
electroneggtlve, in agreement with the corresponding resonancecomparison of the two spectra (e.g., their Stokes shift) reveals
structures in Scheme 4. Consequently, thg palues of 6CN jnf5mation on nuclear rearrangements that follow the electronic
and 8CN are lower, by 0.4kpunits, than those of 5CN and o, itation. Fortunately, 20H and its derivatives have a simple
7CN. This difference is larger than the error bars for G& P gjecular structure that allows us to separate the effect on the
determination. hydroxyl moiety from that on the aromatic rings. This facilitates
For the ES, the I§; values depend on their method of the comparison with the quantum chemistry results of the
determination. We believe that the diffusion model analysis of previous section. By monitoring solvent-induced spectral shifts
time-resolved data (section VIA) gives more reliable results than (“solvatochromic shifs”), we obtain important information

lll. Spectral Shifts: Solvent and Substituent Effects

the traditional Fester cycle or fluorimetric titration methods?
Therefore the diffusion modelKi's are given in Scheme 3.
According to these data, 5CN and 8CN are more acidic (by
about 0.5 K units) than 6CN and 7CN in their; State. This

concerning the HBs between solvent molecules and the oxygen
center, for both acid and base forms. These HBs are seen to
respond to modifications in the oxygen charge. Using specific
chemical substitutions on the distal aromatic ring, we probe the

agrees with the calculation which shows that positions 5 and 8 site-specific electron density predicted by the quantum calcula-
become the most electronegative in the distal ring (Figure 4). tions.

The agreement holds although the calculation is for gas-phase A. Differential Solvatochromism Reveals Specific ROH
molecules, whereas the experimental data are for water. Solvation. The solvation of the ROH molecule may involve



Feature Article

15F
emission
IE 10_
5 I
o
o
o ACN
S o5
<
0ok excitation
[ | IR B N
0.0 0.2 0.4 0.6 0.8

Figure 5. Differential solvatochromism of 5CN relative to its methoxy
derivative in various pure solvents for excitafibfopen circles) and
emission (full circles)Av is from eq 3.1, ang is the Kamlet-Taft
measure of HB acceptance by the sol&i®olvent abbreviation: ACN
= acetonitrile, EXO = diethyl ether, MeOH= methanol, DMSO=
dimethyl sulfoxide, DMFA= dimethyl formamide. Data from Table
1 of ref 16.

nonspecific dipolar solvatich and specific solvation, particu-
larly HBs to the hydroxyl group. There might be two such
bonds. The first is a RO+ S bond formed with a HB accepting
solvent moleculeS. The second is a RHOHS bond formed
with a protic solvent, 15. We have used solvatochromic
shifts'®>16.27with a Kamlet-Taft analysi&*3°to reveal the major
role played in ROH solvation by the ROHS bond.

For this end, we compared the solvatochromic shifts for 20H
with its methoxy derivative, 20M#&,and similarly for 5SCNL>-16
Replacement of the hydroxyl hydrogen by a methyl group
eliminates the ROH-S bond, whereas the dipolar effects on
ROH and ROMe are thought to be similar. Consequently, by
subtracting the peak frequencies for the two species

Av = v(ROMe) — v(ROH) (3.1)
one expects to retain only the effect of the R®IS bond. We
call this approach “differential solvatochromism”.

Figure 5 shows a correlation ofr for 5CN with the empirical
Kamlet-Taft parameterfs, which depicts the solvent HB
accepting powei*3>The nice correlation indicates that the effect

J. Phys. Chem. A, Vol. 109, No. 1, 20057

TABLE 1: Kamlet —Taft Coefficients (cm™1) for Two Dye
Molecules in the Acid and Anion Formg6.27

S S
molecule —po —ho ap —p1 —by a
20H acid 70 510 270 450 800 0
20H anion 0 0 3100 0 0 1770
5CN acid 150 680 270 1600 1950 0
5CN anion ? 0 0 940

SCHEME 6: Two Types of Hydrogen Bonds to 20R
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a o breaks an@ becomes stronger upon excitation, as deduced from
the corresponding KamlefTaft o and 3 parameters.

sensitive to the solvent properties. One possibility is that the
HB length shrinks in the ES.

To verify this conclusion, we have also performed a multi-
linear regression of the ROH spectral shifts to the Kamlet-
Taft equatiof*

vi=vot+tpatt+hf+aa (3.2)
wherei = 0, 1 refers to the excitation ¢Sand emission (§
spectra, respectively. The two additional Kami@aft param-
eters here arg*, which is a measure of dipolarity effects, and
o, which measures the HB-donating propensity of a protic
solvent. The coefficientg;, b, andg; reflect soluteproperties
in theith electronic statep; is related to its dipole momerty
measures its propensity wonatea HB, anda describes its
tendency taccepta HB from the solvent in the given electronic
state. These parameters are summarized in Table 1.

ConclusionsSeveral interesting conclusions follow from this
analysist516.27

(a) vio in eq 3.2 is the frequency for a solvent (such as
cyclohexane) for whickt* = a. = 8 = 0. vgo = 29 400 cn1?
(excitation) andvig = 28 200 cnt! (emission). Thus fluores-
cence is red-shifted with respect to absorption already in the
absence of these solvent effeotg; < vgo. This contrasts with

of the nonspecific dipolar solvation has indeed been largely the situation for 8-hydroxypyrene-1,3,6-trisulfonate (HPTS),

eliminated. The observed red shiffi > 0) of the hydroxy vs

the methoxy compound is commensurate with the ICT ansatz.

Because during the electronic transition there is no time for

wherevig > vg0.3” The latter was attributed to g S S; level
inversion. By this criterion there is no level inversion in 20H
and its cyano derivatives.

nuclear rearrangement, the HB must have been there already in (b) The values of th@’s are negative (red shift) ang;| >
the GS, and it serves as a probe for the electronic-density changepy|, indicating an increase in the dipole moment upon excitation.

on the OH group. The hydroxyl group becomes more positive
upon excitation (Figure 2), producing a stronger ROSbond.

(c) The values of thé’s are similar to the slopes of the two
lines in Figure 5. In particular, both are negative (red shift) and

This HB thus stabilizes the ES more than the GS, leading to |by| > |bg|, Suggesting charge migration from the OH, which is

the red shift. The stronger the H-bonding propensity of the
solvent (as depicted by its largéwvalue), the larger the relative
stabilization of the R*OH and hence the larger becomes. A
similar behavior is observed for 20H, but there the shifts are
smaller?”

followed by shortening of the RO+S bond.by — by is similar

in magnitude topp — pi1, suggesting that this single HB

contributes about as much as nonspecific solvation from all other

solvent molecules to the stabilization of the R*OH species.
(d) Theag parameter is small (and positive) for protic solvents

Interestingly, when comparing the fluorescence and excitation (HS), whereasy vanishes for the fluorescence spectrum. This
spectra?® we observe much larger shifts for fluorescence (see suggests a weak RHOHS bond to the hydroxyl oxygen in

the larger slope in Figure 5). This is attributed to solvent

relaxation occurring after excitation, and before emission takes

the GS, which cleaves in the ES.
The ensuing HB rearrangements following ROH excitation

place (probably on the fs time scale). These nuclear rearrange-in water are summarized in Scheme 6. In the GS, two HBs

ments make the RO+S bond stronger, and therefore more

exist: (i) A strong ROH:-OH; bond and (ii) a weak RHO-
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Figure 6. Solvatochromism of the naphtholate base correlates exclu-
sively with the KamletTaft o. parameter, to which there is greater
sensitivity in the excitatiof than in the emission spectruthData from

ref 11. Solvent abbreviations as in Figure 5.

HOH bond. Commensurate with the decrease in electronic
charge on the oxygen atom, the first HB becomes shorter and
stronger in the ES, whereas the second one cleaves. Thus th(:.:-L

Agmon
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Figure 7. Fluorescence band position for cyano-2-naphthols: R*OH

in methanol (Figure 4 of ref 17) and R*Gin water (Table 1 of ref
2), plotted as a function of the calculateg <S5 S; energy gap for

1.9

ICT effect induces changes in HB strengths, probably occurring optimized $ of the corresponding gas-phase anion (Table 2 and Figure

on the fs time scale.

Independent VerificatiorSeveral independent observations
support the above scenario:

(a) Ab initio calculations on phenol-water clust&rfind a
short ROH--OH, bond (1.97 A) and a longer RHGHOH bond
(2.12 A). Moreover, upon excitation tq,She first one shortens
whereas the second one lengthens (by 0.01 A).

1 of ref 29).

upon excitation. Moreover, the effect is more pronounced than
the shortening of the ROMS bond upon excitation of the acid
and should thus be easier to detect by complementary methods.
C. Substituent-Induced Spectral Shifts.Substituents on the
aromatic rings lead to spectral shifts that may serve as a probe

(b) In a series of combined spectroscopic/ab initio studies of for the electron density at the substitution site. Figure 7 shows

gas-phase clusters (20+NH3,3° 10H---NH3,4%4! hydro-
guinone-+NH3,*2 7-hydroxyquinoline--NHz,*344and 7-hydroxy-
quinoline--OHy*), the R*OH-+NH3 or R*OH-+-OH, bonds all
gppear to shorten upon excitation tg §pically by 0.01-0.1

(c) A similar effect is observed in intramolecular ESPT within
hydroxyanthraquinones, where the-@ HB shrinks by 0.12
A or more upon excitation to ;3647

(d) Time-resolved IR studies of coumarin-phenol mixtures
in methylene chloridé®4° revealed the cleavage of the HB
donated from phenol to the carbonyl oxygen of the coumarin
in the sub-200 fs time scale.

B. RO~ Solvatochromism.ICT plays an even larger role in

the cyano substituent effect on the peak emission frequency,

of the 20H acid and anion forms in solution. In the first case
the solvent is methanol, because in water the more acidic
compounds are fully dissociated. In the second case the solvent
is water, because in methanol the least acidic compounds do
not dissociate (see Figure 4 in ref 17). It is difficult to find one
solvent in which both fluorescence peaks are observable for all
five compounds.

It is seen that the introduction of an electron-withdrawing
substituent into the distal ring of 20H induces a large red shift,
particularly for the anion. This indicates that the substituent
stabilizes the ES more than the GS, in accord with the ICT
ansatz that electron density moves to the distal ring in the ES.

stabilizing the anion, where a full negative charge on the oxygen The shift is largest for the most acidic 5CN and 8CN molecules,

needs to be dispersed.

(a) Unlike the acid, where the main stabilization effect is due
to HB accepting solvents (KamleTaft § parameter), here it
is due to HBdonating solvents (KamletTaft a parameter).
Protic solvents (I9) stabilize the anion by forming a R®-HS
bond, so that the solvatochromic shifts for 2-naphtholate
correlate exclusively with the Kamlefraft o parametef? This
correlation is shown in Figure 6, with the parameters given
in the second line of Table 1.

(b) The &’s for the naphtholate base are very large. The

in agreement with the electronic charge density in Figure 4 and
the experimental I, values in Scheme 3. (An exception is
7CN, for which the red-shift is larger than expected from its
pK? value.)

Additionally, Figure 7 shows that the substituent-induced
spectral shifts correlate in both cases with the calculated
S — S energy gapAE-;, in the gas-phasanion, which is
largest for the least acidic 20H derivative. For the anion, the
gas-phaseAE_; is always smaller than the solution-phase
frequencyv, because the polar solvent stabilizes the GS more

stabilization of the anion amounts to thousands of wavenumbers,than the ES, in which the charge is more dispersed due to the

as compared with hundreds of ciifor the ROH acid.

(c) As opposed to the acid, where a larggrarameter leads
to a red shift, in the anion the shift with increasiags to the
blue. Hence stabilization by the R®G-HS bond is more
important in the GS than in the ES. This follows because of
the decrease in the ES charge density on thesite.

(d) As opposed to the acid, where the sensitivity is much

ICT effect. However, the variation with substituent is nearly
identical (slope of 0.9). Thus the ICT effect appears to be of
similar magnitude for isolated and solvated anions.

The behavior of the acid is somewhat surprising because from
the gas-phase calculations (section Il) no correlation is expected.
The $— S; energy gap is identical within computational error
for all cyano substituents (Table 2 of ref 29), and no net charge

larger in the emission spectrum, for the base the sensitivity to was found to migrate to the distal ring. This result is indeed in
o decreases significantly in the emission spectrum (as comparedoetter qualitative agreement with gas-phase experiments: Gas-
with the excitation spectrum). This must then indicate that the phase 20H has two rotamers, trans and cis, depending on the
RO ---HS bond is shorter in the GS and thus becorueger OH orientation with respect to the naphthalenic ring. Theib0
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transitions occur in the absorption spectrum at 3.792 and 3.831reactions). Following Paulingf, the bond order (BO)n, is
eV, respectively®>1From the R2PI spectrum of 5CN, the values related exponentially to the bond length,

of 3.698 and 3.736 eV were obtained for the@®transitions of

the trans and cis rotamers, respectivilfhus the red shift in n=exp[- (r —re/al (4.2)
the gas-phase ROH spectrum (ca. 0.1 eV) does appear to be

small in comparison to that in liquid MeOH (ca. 0.4 eV; see wherergqis its equilibrium value and an empirical parameter.

Figure 7). The dissociation rate coefficient is subsequently given by
The fact that the solution-phase frequencies for R*OH
fluorescence are found to correlate with the calculated gas-phase ky= kg exp AGT/kBﬂ (4.3)

energies of the ROsuggests thain solution the ICT effect
occurs already for the acid form (although it is weaker than for
the anion). Thus one should be careful when projecting from
gas-phase calculations to solution to concfideat the literature
is wrong in suggesting ICT for ROH. It is better to reserve
judgment until the solvent is explicitly included in the quantum
calculations.

The substituent effect on the acid form is also evident by
comparing the solvatochromic parametarfor 20H and 5CN . .
in Table 1. The 5-cyano substituent increasds by only about Z€ero asAG — - In ge”efa'* 'there IS scarce experimental

i evidence for the inverted region in PT reactions. The two known

30%, whereas—b; increases by a factor of 2.4. Thus the C er 64 ; .
. . ; . . exception& 64 occur in nonaqueous solutions and do not
electron-withdrawing substituent induces some contraction of .

the ROH--Sbond in the GS, and a very significant contraction InVSOtIr\{JectILEJrS:-rregg’[?/itt;ismggoﬁgt%r ROH photoacids have
in the ES. This, again, would not be expected if there were no P

o6 been depicted in several publicatidii$;568 some of which
ICT for the acid? -~ . . . .
utilize the above relations to fit their data (see original
) o publications for figures). They do not show an inverted behavior.
IV. The Dissociation Event Typical values for the kinetic parameters@raG] = 1.6 kcal/
mol, andkg = 2.5 x 10" s 1. The intrinsic barrier is rather
small, which may again suggest that the barrier occurs mainly

so that it is controlled by the two kinetic parametekyand
AG(‘;, and the thermodynamic “driving force” for the reaction,

Unlike the situation for electron-transfer reactions, the above
expressions do not show an “inverted” behavior. Thys
increases monotonically with increasing driving force
(AG — —o0): AG' — AG whenAG — «, whereas it tends to

A central place is reserved in PT reactions for the elementary
dissociation step, whose rate coefficient is denote#iby his | th vent dinat
step occurs on the picosecond time scale, well after the HB along the solvent coordinate.

rearrangements in the ES. One naturally asks what determines More glaborate structhereactiviFy correlations include the'
the magnitude okg for ESPT reactions? Is it governed by the Intersecting state model (ISM), which has recently been applied

covalent interactions within the proton-transferring complex or to ESPT_from naphthol denvgtlv“é%.Thls TOdel is based on
by the solvent conformation? To address this question, we Intersecting Morse curves W'th. dressed” Morse parameters,
consider below structurereactivity correlations, inter- vs in- reflecting the effect of the B moiety on the AH bond (and vice

tramolecular rates, the dependencé&ain water concentration, versa). Again, rather good agreement \.N'th experiment was
temperature, and isotopic substitution. From these consider-demonStrated' Another recent extension introduces the solvent

ations, it appears that when the PT reaction is slow it is coordinate explicitly as the reaction coordingté? This ap-

controlled by the covalent interactions whereas when it is fast P'02¢h should be useful for ESPT, in which the solvent plays

. : . a dominant role.
its rate is determined largely by solvent rearrangement. e Y
A. Structure —Reactivity Correlations. For a “family” of B. Inter- vs Intramolecular PT. The “ultimate” AG ©)

PT reactions. AH- B == A— + BH+. Bronsted and Peder<ari4 intermolecular ESPT rate constahﬁ, corresponds to a time-

noted that the free energy of activatiohG', correlates rather constant of about 4 ps. This is slower than typical values for

nicely with the free energy of reactiomG. Certainly when  [ast intramolecular ESPT727 by a factor of nearly 100. In
the reaction is endothermic, this “driving force” for reaction the limit that the PT potential is barrierless, the intramolecular

reflects the difference in the covalent bond strengths, between'eaction is thought to be modulated by the heavy atom vibration

the product BH bond and the reactant AH bond. Thus the more (AH***B). For example, in jet-cooled (gas-phase) methyl sali-

downhill the reaction, the smaller the barrier and the larger the CY/ate, Zewail and co-worke¥$ have observed barrierless
rate coefficient. intramolecular ESPT occurring within 60 fs. They have also

More quantitative “structure reactivity correlations” for PT °Pserved a low-frequency, 180 cinprogression, which they
reactions were later developed by Marf&f§ on the basis of attribute to bending of the OHO bond. (Its half-period of 90
the empirical bond-energsbond-order (BEBO) modéf, and fs is consistent with the 60 fs time scale of the ESPT). Similarly,

by Agmon and Levin&-% from a mixing entropy argument. solution-phase femtosecond p_ljﬁwr_o_be measurements by
Given an “intrinsic barrier” parameteG) = AG/(AG=0), Elsaesser and co-workétshave identified a 470 cnt mode,

; : which is thought to modulate the heavy-atom distance along
the correlation may be written as the active OH-N bond, leading to an intramolecular ESPT time
b " X of 60—80 fs. Theories for vibrationally assisted PT/8in their

AG = AG — AG, In(n")/In(2) (4.1a)  sjmplest form, predict that the rate constant in eq 4.3 gets
multiplied by
n'=[1+ expAG In(2)/AGH] * (4.1b)

hw
B . . . exp o, coth 5—— (4.4)
The “Bronsted coefficient”n, is the fractional bond order of 2k T
the product, BH bond, at the transition state (TS). When it is
small, the TS is “early” (typical of exothermic reactions) wherew is the frequency of the promoting heavy-atom mode,
whereas when it is large, the TS is “late” (typical of endothermic andoy is a constant.
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Returning to intermolecular ESPT, Rini et’8lhave used 1
femtosecond time-resolved IR techniques to follow the reaction
of HPTS with an acetate ion (B. At high acetate concentra-
tions, they have observed an ultrafast component, faster than
their 150 fs resolution, which they attribute to a direct reaction
within a preformed ROH-B~ complex. This component is thus
as fast as intramolecular ESPT, whereas a slower, truly
bimolecular component, proceeds in the picosecond time scale.
The distinction, then, is not between intra- and intermolecular
reactions, but rather between dorarcceptor pairs that are 8
already connected through a HB when excited or not. When
they are, the reaction can be less than 100 fs and controlled by (1.19) s /@O l
modulatlo_ns of the O_H-O distance. . o o8 o0 o5 1o i 20

It remains to consider the apparent “upper limit” kg for log [water]
the truly bimolecular PT reactions. Rini etdlinterpret their . . -

. : . L .__Figure 8. Dependence of the proton dissociation constant {th @n
results as implying that these reactions are limited by desolvation ter concentration (in M) in methanol/water mixtures for six ROH
of the donor and acceptor, to form a directly H-bonded pair. photoacids in their Sstate. Data from Figure 12 of ref 17, with new
This resembles the “inner sphere” mechanism for electron- linear fits spanning the whole concentration range. In parentheses are
transfer reactions. Slow PT reactions may proceed via such athe values ofw fitted to eq 4.5.
mechanism, but these are controlled by cleavage of the covalent

-
(=]
T

HPTS
(2.0)

log (k,- k)
©w
3
4

bulk water

22

bond rather than by solvent dynamics.

For fast PT reactions the alternative “outer sphere” scenario 20 HPTS
may be more plausible. In this scenario the intimate PT step
occurs when the donor and acceptor are separated by one or 18
two water molecules. Indeed, proton diffusion is about 4 times w16}
faster than the self-diffusion of wat&t8! It is thus faster to
shuttle the proton than move away the intervening water T sen ® 10H
molecule. The presence of the donor and acceptor accentuates 121
the effect, because the lifetime of a water molecule in the first 5CN20D
solvation shell of an ion is larger than in the béfkwhereas 1.0F . . .
the proton may be driven faster than in the bulk by a denor 05 0.0 0.5 1.0 15
acceptor potential gradient. pK *

Consequently, the rate limiting solvent rearrangements are
likely to be those that are required to solvate the products of
the PT reaction. In particular, for ESPT to solvent from ROH
photoacids most of the attention should be devoted to solvating
theanion This may be understood in terms of Scheme 6: The
HB donated by the OH moiety becomes stronger upon excita-
tion, whereas the one donated to it possibly cleaves. This
advances that proton along its reaction coordinate but retards
the solvation of R*O. To induce dissociation into ions, there
is need to increase the coordination number of the anion by
re-forming the cleaved HB? This may require more extensive
solvent rearrangements than anticipated in GS simulations o
acid dissociatio§*85

C. Dependence on Water ConcentrationAdditional evi-

Figure 9. Dependence of the water power(see Figure 8) on the
photoacid strength.

has some difficulties. First, we find valueswfoughly between

1 and 2, not 4 as suggested in the 4WM. Secamds not
constant but depends on the photoacid. Figure 9 shows a
correlation ofw with pK% The weaker the photoacid the
largerw. The 4WM would predict thatv, as a property of the
equilibrated proton, should be independent of the conjugate base.
Finally, the free energy of transfer of a proton (from water to
fthe mixture), as deduced from extra-thermodynamic data, is
nearly independent of solvent composition in the water-rich
region® Though the proton “sits” on one water molecule, water

dence for solvent involvement in the dissociation step comes 2nd Methanol are equally probably as its first-shell ligands.

from a study of ESPT to methanelvater mixtures’ Figure 8 It appears from Figure 8 that the smallest valueva$ around
shows that the dissociation rate coefficient depends on a power 1, Pecause does not change appreciably between DCNg;(p

w, of water concentration over a wide concentration range = —4.5) and 5CN (§; = —0.8). Thew = 1 limit may
correspond to the single water molecule on which the proton
ky =k, + k,[H,0]" (4.5) resides. For the weaker photoacigsjncreases linearly with

increasing f;. The weaker the photoacid the smaller the ICT

and for various photoacids. Helg, is the dissociation rate  effect and hence the larger the negative oxide charge that needs
coefficient for pure methanol. It is O for the three weakest to be solvated. Because the Kamitdaft o. parameter is larger
photoacids, which are not capable of transferring a proton to for water than for methanol, water will be more effective in
methanol. Botlk,, andk,, increase with photoacidity. A similar ~ solvating the nascent anion. Thus weak photoacids may require
relation was observed earf#éfor the decrease df with added additional water molecules in the solvation shell of their
inert salt (in the molar range). In the latter case the correlation conjugated photobases to assist in the dissociation process.
is universal (independent of the chemical identity of the ions)  D. Temperature Effect. Another indication that fast ESPT
if the activity of water, rather than its concentration, is used. reactions are solvent controlled comes from the unusual

The first interpretation of the powsv was as the number of  temperature effect oky. Weak photoacids, like 20H, behave
water molecules solvating the dissociated proton. Robinson andin an Arrhenius fashion, with liky linear in 1T between the
collaborator&’-88 suggested that four water molecules (4WM) freezing and boiling temperatures of wa%ép8%lts activation
are required to form the Eigen cationg®4™. This interpretation enthalpy isEa ~ 11 kJ/mol. There is some downward deviation
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Figure 10. Dependence of the dissociation rate coefficient (in units
of s7) on temperature, for two photoacids. Data from refs 92 (HPTS)
and 90 (2N68DS). Lines show fourth-order polynomial fits, which were
differentiated analytically to giv&,.
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Figure 11. Dependence of the activation energy on temperature for
the deprotonation of three different photoacids. Obtained by dif-
ferentiating the polynomial fits shown in Figure 10.

from the Arrhenius behavior only in supercriti¥abr super-
cooled watef? In contrast, stronger photoacids such as HPTS
or 2-hydroxynaphthalene-6,8-disulfonate (2N68¥% %) water,
and the superstrong DCN2 in alcoh8tsexhibit a strongly
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Figure 12. Dependence d{ﬂ'/kﬁ on the thermodynamic driving force
for ESPT from a series of photoacids to water at room temperature.
Data are conveniently collected in Table 3 of ref 68, except that the
KIE for HPTS is 2.9 and for 5CN2 it is 2.1.

limit. Thus it may be more plausible to assume ttet whole
temperature dependence is controlled by the solvent. This
contrasts with the weaker 20H, which has a large and nearly
T-independenE, above 0°C, attributable to a barrier in the
proton coordinate. Below BC, the rise in itsEa appears to be
more dramatic than for the faster photoacids, commensurate with
our assertion that more water molecules are needed to solvate
the anion of a weaker photoacid.

E. Kinetic Isotope Effects.The kinetic isotope effect (KIE)
is defined as the ratio of the rate constamjsaithout and with
isotopic substitution. Most common is the H/D KIE, defined as
KH/KP. In ESPT to waterkl}/k], is the ratio of the dissociation
rate coefficient in HO and DBO.

Many years ago Melan¥rand Westheimé&? have suggested
that, within a reaction series, the KIE should exhibit a symmetric
maximum whermAG = 0. Such behavior can be obtained from
the structure-reactivity correlations, e.g., egs 4.1, if onk,Gg
varies with isotopic substitutiot¥ 6% The correlation may be
nonsymmetric if alsa\G is isotopically dependent, as observed
for the H, + X series (X a halogen atonf§.In this case the
KIE decreases faster for negati values. Interestingly, the

curved Arrhenius pIOt This behavior is demonstrated for ESPT same asymmetry is observed for ESPT to water in Figure 12’

to water in Figure 10, with the extracted activation enthalpies ajthough the data here are less accurate so it is difficult to say
shown in F|gure 11. These results depend de“cately on thewhat is the origin of its asymmetry

polynomial chosen to fiky(T) in Figure 10, which was then
differentiated analytically to giv&a. Yet, qualitatively, it is
clear thatEa increaseswith decreasingr.

Theories for nonadiabatic, tunneling-controlled PT suggest
that the KIE should be large (e.g..-50) and depend only
weakly on temperature, possibly in an Arrhenius faslifon.

This behavior contrasts with the temperature dependencerigyre 13 shows the KIE for the dissociation of excited HPTS

expected from theories of nonadiabatic PT, whégeis
controlled by proton tunneling—’8 For example, the hyperbolic
cotangent term in eq 4.4 suggests tlE&t decreaseswith
decreasingl, which is just the opposite of the observation in

in water. It is relatively small and depends on temperature more
strongly asT is lowered. This discrepancy indicates, again, that
proton tunneling plays a minor role is ESPT to water, so that
the observed KIE may have a large contribution from the HB

Figures 10 and 11. This suggests that ESPT to solvent isgynamics of water molecule clusters surrounding the excited
controlled by the adiabatic motion of the solvent, whereas proton probe.

tunneling plays a relatively minor role.
Robinson and co-workets®have suggested that the solvent
controlsky via the Debye dielectric relaxation timep. This

V. Proton Mobility
The dissociation process generates a solvated proton that

explanation is too simplistic because, around room temperature,diffuses in solution. The diffusion constant of a proton in water,

kg has a much weaker temperature dependence thay 2/
Consequently, Huppert and collaborat8f-93have suggested
a switch between solvent control &/ behavior) at low
temperatures and proton tunneling at the higher ones.

Yet if we consider the two stronger photoacids in Figure 11
we notice that they havéa ~ 0 at high temperatures, suggesting
a negligible barrier along the proton coordinate. Moreover,
Ea(T) seems to depend relatively little on the photoacid in this

ca. 9.3x 1075 cn?/s at room temperature, is at least 4.5 times
larger than any other catid®The proton hopping time has been
measured independently using NMR techniques to be in the
range of -2 ps® The origin of the abnormally high proton
mobility is attributed to the “Grotthuss mechanisHi®,;102
whose exact nature has been a source of vivid controvefsies.
Understanding the mechanism of proton mobility in water is
important beyond the immediate scope of ESPT, because protons
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T 3. The activation energy for proton mobility increases steeply
i . ’ in supercooled water, even though the HB network becomes
36| HPTS in H,0/D,0 /.’ - more ordered! The effect indicates cooperative rearrangement
L L7 of HBs, which necessitates several concerted cleavage events.
34 L7 . 4. Proton mobility in ice is actuallglowerthan in supercooled-
I o . water of the same temperatufg.110
w 5,1 P 4 5. Coherent-like proton hopping along preformed chains of
x L . > HBs is not likely, because the coordination number of liquid
30| e i water is too high (near 4). To becomeg®t, the coordination
L . number of the proton-accepting water molecule should first
28| s i decrease to 3.
e~ 6. The proton diffusion coefficient at room-temperature is
DY} T T T T TR T Du+ = 9.3 x 1075 cn?/s. This value is reproduced well by
32 33 34 35 36 37 38 Einstein’s relation
1000/T, K

_2
Figure 13. Temperature dependence k3fkS for ESPT from HPTS Dy = /67y, (5.1)

to water?? The parabolic line is drawn to guide the eye and stresses

the non-Arrhenius nature of these data. wherery+ ~ 1.2 ps is the proton hopping time as determined
by NMR . andl ~ 2.6 A is the distance betweens®t and

the oxygen atom in its first solvation shélt This indicates
that proton hops are incoherent, with long intervals between
hops during which memory of where the proton came from is

I 'Y lost.

‘_. 7. The unique role ascribed to the strongly solvate®H
cation, designated by Eigen as®4+,1% has been contested
by Zundel}2113who found a broad IR continuum in aqueous

solutions of strong acids. This he attributed to proton fluctuations

I within the protonated water dimers8,". Both cation$!* are

observed in simulations of protonated water, as depicted in

Figure 15.
H c Following these considerations, it was clear that revised

models for proton mobility were required. The next-generation
models arrived in 199%115The two models depicted in Figure
16 are characterized by nearly isoenergetic Eigen and Zundel
cations!'* Proton moves by rapid interconversion of these
Figure 14. Classical models for proton hopping in water: (I) model ~Ccations, which are driven by second-shell HB dynamics. In
of Bernal and Fowle#®3 (1) picture emerging from the work of Eigen ~ mechanism |, the Zundel cation is dominant, and protons hop
and collaborator$®® Small gray arrows indicate proton hops, whereas by a double-proton translocation that converts one Zundel cation
the large white arrow denotes water rotation. into anothe>-117 |n mechanism I£18 the more stable Eigen
cation is transiently converted into a Zundel cation by cleavage
) ] of a HB donated to the acceptor oxygen at&fnA new Eigen
catalyze an immense number of aqueous reactions and serve agation is stabilized on the acceptor side, by forming a HB to
a means for transient energy storage in living systems. the donor oxygen. This picture was confirmed by-€Rarrinello
A. Existing Models. Figure 14 summarizes some classical simulation!® and found its way into textbookg? A related
concepts concerning the mechanism. (I) shows the scenario ofscenario was discovered in MD simulations of proton mobility
Bernal and Fowlet93in which a water molecule rotates in the  jn jce 121
vicinity of the HO™ cation. When it achieves the correct  However, mechanism Ii still has its problems. Using multi-
orientation, the proton hops on. (ll) is based on the interpretation state empirical valence-bond (MS-EVB) potenti&efforts
by Eigen and DeMaeyer of their studies of proton mobility in - were made to observe the suggested HB cleavage that suppos-
ice.10410°Because proton was found to migrate faster in ice than edly reduced the coordination number of the acceptor from 4
in liquid water, they proposed rapid proton dislocations along to 3116123124 An effect was found, but much weaker than
chains of H-bonded water molecules. These two ConceptS Wereexpected_ Possibly, the Suggested HB Cleavage event occurs

combined into a single textbook pictut¥. more frequently in th@extsolvation shell24 But then there is
The above concepts were criticiz&€$1197on the basis of  more than one such bond to consider.

several arguments: The reason for the discrepancy is that in mechanism Il it is
1. First-shell HBs to HO" should not typically be broken,  assumed that the first-shell water ligands behave like bulk water,

because they are shorter and stronger than ordinary-vwatger possessing a coordination number around 4. This is not true

HBs. for the MS-EVB potentials in which the three first-shell
2. The activation energy for proton mobility is low, about neighbors of the D ion participate in delocalizing around

2.5 kcal/mol at room temperatu?e.lt is similar to the HB 30% of the positive protonic charg#&. Consequently, it becomes

strength between water molecules, 2.6 kcal/mol, as deducedelectrostatically unfavorable to donate a HB to these oxygen
from Raman studie¥® Thus a rate determining step must atoms, leading to an average coordination number of 3.6, rather
involve the cleavage of ordinary watewater HBs further away ~ than 3.9 as in bulk watéf*125> Because the HB that was

from the protonated center. suggested to cleave is not there 40% of the time, its cleavage
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Figure 15. Eigen (yellow) and Zundel (yellow-orange) catidibwith

their first solvation shells (cyan), as revealed in MS-EVB simulations
of protonated water. HBs are denoted by dashed (cyan) lines. Calcula-
tion using the MS-EVB2 program of Schmitt and V&tt?4and the
gOpenMol visualization software (Laaksonen, 2001).

Figure 16. Recently proposed models for proton hopping in water:
() Zundel-to-Zundel conversioH? (Il) Eigen-to-Eigen conversion (via

an intermediate Zundel catioff)In both cases, a HB to the acceptor
side breaks, whereas an equivalent bond is re-formed with the donor
by water rotation (large white arrows).

cannot be the rate-limiting step, and one should consider
H-bonding effects in much larger water clusters.
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Figure 17. Proton-transferring complex,#3." (a), and its first two

solvation shells. In the first-shell (b), six HBs are tracked. In the second-
shell (c), 12 HBs are tracked. The two unfavorable HBs from the first
shell (red) are not followed onto the second shell. Reprinted with
permission from ref 126. Copyright 2004. American Institute of Physics.

B. Cooperative Picture of Proton Mobility. To investigate
cooperative effects on proton mobility in liquid water, consider
the first- and second-shell water clusters around the transferring
HsO2™ complex. Figure 17 shows two kinds of HBs participating
in these clusters. The “good” bonds in blue around a given
oxygen atom would stabilize a proton moving to it, whereas
the “bad” bonds in red would destabilize it. The models in
Figure 16 assumed that one bad bond is cleaved in the rate-
limiting step. A recent MD study by Lapid et & indicates
that also the good bonds participate, allowing the coordination
number to drop below 3. This occurs in the second shell of the
HsO,™ complex, Figure 17c, so that larger protonated water
clusters than previously anticipated participate in the PT
dynamics.

To proceed, define the average proton reception power of a
given oxygen center in terms of its HB environment?as

m=n,+n,—ng (5.2)
Here n; are BOs calculated from eq 4.2. The (maximum) of
four HBs in which this oxygen participates are divided as
follows: n; and n, represent the two good HBs it donates,
whereasn; is the BO of the bad HB donated to it. Henog
receives a negative weight in eq 5.2. The fourth HB is the one
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Figure 19. HB dynamics couples to proton mobility in water. (a)

00 : : Before PT, “good” HBs may break (curly orange arrows) on the donor
: '_15'00 ' _1600 ' _5‘00 S 560 ' 10:00 ' 15‘00 ) side (left) whereas “bad” ones break on the acceptor side (right). Several

Timeo (fs) such events tilt the balance from donor to acceptor. (b) After PT, HBs
) ) ) ~ form in the second solvation shell (curly green arrows). “Good” HBs
Figure 18. Proton-transfer dynamics correlates with the HB dynamics form on the acceptor side and the “bad” ones form on the donor side.
within the first two solvation layers surrounding the®i" complex.  The first shell HBs around theg®," respond mainly by corresponding
(a) depicts a PT event in the inner complex. The first and last crossings stretching/contraction translational motions. Reprinted with permission

of ny andn; delimit the existence of the complex (vertical dashed lines). from ref 126. Copyright 2004. American Institute of Physics.
The zero of time is set at the middle of this interval. The two BO

parameters in (a) and four TEBO parameters in (b) and (c) have been

smoothed to eliminate fast hydrogen atom vibrations. 1. Changes in HB strengths occur collectively in both

solvation layers.

2. Changes in the outer (second) layer possibly precede those
in the first layer and the §D," complex.

3. Both bad and good HBs contribute to changes in the TEBO
parameters. On the donor side, good bonds are broken and then
bad bonds are formed. On the acceptor side, bad bonds are
broken and then good bonds are formed.

A schematic summary of these HB dynamics is presented in
Figure 19.

along which the proton moves; hence it is not counted in the
HB environment. The parametsris called the “total effective
bond order” (TEBO). The larger its value, the more receptive
the oxygen center toward the migrating proton.

With these definitions, one can characterize the HB environ-
ments in the three levels depicted in Figure 17. The inn€y,H
complex is characterized by the B@sandn;, for the donor
(left) and acceptor (right). The TEBO parameters are used for
characterizing the two solvation shells. For the donor and
acceptor sides in the first shell we hawg andmy,, respectively.

In the second shell, there are two TEBO parameters on each The photoacid saga does not end upon dissociation and
side that are averaged to giug, andny,, respectively. These  formation of a solvated diffusing proton. This proton can now
four TEBO parameters were calculated during each PT eventparticipate in an adiabatic recombination reaction (eq 1.1) or
using the MS-EVB2 simulation prograf¥* This program in a nonadiabatic quenching reaction. These two reactions
calculates the potential quantum-mechanically using the best
available MS-EVB parametrization, but the nuclear motion is

VI. Recombination and Quenching

ks

classical. R*O” + H" — R*OH (6.1a)
As Figure 18 shows, PT between two water molecules is Ky
characterized by a transient formation of a Zundel cation, R*O” + H"— ROH (6.1b)

between the first and last times that= n,. Concomitant with

it, the TEBO values of the two solvation layers also coincide. are characterized by the rate constdatandk,, respectively.
This behavior is typical for all the PT events investigated. From They were first observed at low pH, where they occur with a
the behavior of the TEBO parameters we deduce severalhomogeneous distribution of protons. Only more recently was
important characteristics of PT events (at least within the MS- it realized that they also occur with the geminate proton, which
EVB2 description): is the subject of the present section.
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SCHEME 7: Suggested Proton-Quenching Mechanism coefficient (ca. 1x 1075 cn¥/s in room-temperature water) is
for 20H?%5 often neglected, so th&t ~ Dy+. This neglect may compensate
+ for a possible small reduction in proton mobility close to the
" H anion

o o . . . - o
The bimolecular reactions (dissociation, recombination, and
- guenching) are assumed to be isotropic, although there are
clearly different proton binding sites involved. The justification

for this is that rotational diffusion is rather fast, so that specific

In the homogeneous case, the reversibility of ESPT to solvent Sites become “smeared” on the surface of the sphere. As a result
was deduced by Weller from fluorometric titratioh#\s the the problem becomes spherical symmetric, depending on the
pH is |owered, the fluorescence band of the acid increases inSingle Coordinateﬁ, but the fitted rate coefficients include the
intensity at the expense of the red-shifted anion band, ideally €ffect of a “steric factor”. In addition, all three reactions are
maintaining an isoemissive point_ Laws and Brand have assumed to occur at= a. In contrast to electrons or electronic
measured the reaction in the time domain, finding biexponential €xcitations, which may hop coherently across large distances,
decay at low pH, which they attributed to reversibifi#f Harris the proton hops incoherently between adjacent water molecules
and Seiinger Suggested that nonadiabatic proton quenching is dsection V) until it hits the central Sphere. Thus recombination
major player in excited 10H kineti¢8 They found that both ~ and quenching are depicted by delta function “sink terms”,
R*OH and R*O are quenched by protons, with the latter a KO(r — @)/(47a?) and ked(r — a)/(4na?), respectively. In
factor >10 faster. The larger charge on the distal ring of the contrast, the R*OH and R*OES decay constantgy(andk,
anion may explain this result. Webb et?kuggested that the ~ respectively) are-independent.
dissociated proton attacks the distal ring at the position of highest Mathematically, one considers the probability densify,t),
electron density, followed by rapid crossing to the GS. For 20H, for the pair to separate to a distanday timet after excitation.
this attack should occur at position 8; see Scheme 7. For 10H The observed (normalized) signals from the excited acid and
it occurs at position 5 ank, is about a factor 100 larger. anion correspond to the protonation probabil®), and the

At neutral pH values, rebinding may occur with teminate  survival probability of the separated pair,
proton, leading to a nonexponential tail in time-resolved
fluorescence measureme®.The behavior was explained — * 2
quantitatively by a diffusion model described bel&#.132 The 0= 4ﬂ'/; p(r.Or"ar
model has been extended to include geminate quendridg
different ES lifetimes33-135 An account of this model, its ~ The population that has decayed to the GS is hence
numerical treatment, the major analytical results and a com-1 — P() — ). p(r.t) is assumed to obey a spherically
parison with time-correlated single photon counting (TCSPC) Symmetric Debye Smoluchowski equation (DSE) in three
fluorescence data are given below. The exposition shows howdimensions, which is coupled to a kinetic equation R,
ESPT to solvent provides some of the most convincing examples

of reversible diffusion-influenced reactions. il _ [ —20~.2-vnd vn )
—p(r,t)=|r =—=Dre "'—e™’ — rt) +
A. Diffusion Model. The diffusion model for ESPT to ot p(rY) or or ko) P(T-T)
solvent!3lis the simplest treatment of geminate reactions, which o(r —a)
includes the effects of both translational diffusion and revers- [ky P() — (ko + kq) p(r.t)] Al (6.3a)

ibility. To these were recently added the effects of quenching

and different ES lifetime&33-135 In this model the anion is 9

depicted as a sphere of radiaswith its total chargez, at the 5t P(t) = kap(at) — (ks + ko) P(1) (6.3b)
center. The “contact distancel’is somewhat larger than the

bare van der Waals radius, including at least the first solvation When only the acid form is excited, these equations are subject
shell.zis the sum of the negative charge created by dissociation i, the initial conditionsP(0) = 1 and p(r,t) = 0. Because
and those of all charged substituents (e.g., sulfonate groups)eactions are depicted by the sink terms, a reflective boundary

The solvent is assumed to be a homogeneous dielectric medium.qngition o expM()]p(r.H}for = 0, is imposed at = a. This
of static dielectric constant Thus the Coulombic potential of  gini_term formulation is best suited for analytic work.

interaction between the proton and the anion (in unitksad)
at distance is

B. Numerical Solution to the DSE.The numerical meth-
odology for solving this partial differential equation has been

5 developed through several earlier publicatiéh&*¢138 and will

Ro

v(r) = — =2 R, = |z|€ (6.2) not be reviewed here. Today, the numerical solution may be
r ks Te conveniently obtained using the Microsoft Windows application
for solving the spherical symmetric diffusion problem, SSDP
HereRy is the Debye (or Onsager) distance (wher Rp the ver. 2.66%°t allows for immediate graphical comparison with
Coulomb interaction equals to the thermal energy)s the experimental data.
electronic charge, and the proton chargetis. Unlike some Several points should be remembered when fitting experi-

electrostatic treatments of proteins, we do not assume that themental data:
central sphere has a lower dielectric constant than the bulk, 1. Contact reactivity should be represented as the appropriate
which would have introduced an added repulsion for the boundary condition (“radiation”, “back-reaction”) at= a, rather
approaching proton. This may be justified because our spherethan as a delta-function sifk%*3*The Chebyshev propagatét
includes at least one solvent layer, and not just the bare organicshould then be used for these boundary-value problems.
molecule. 2. The calculation should be checked for convergence with
The relative diffusion coefficiend is the sum of the proton  respect to the spatial grid and the location of the (artificial) outer
and anion diffusion coefficients. In practice, the anion diffusion boundary.
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3. Logarithmically increasing time steps are best suited for appears in the denominator of the approximate Laplace trans-
diffusional problems. For strongly varying potentials a nonuni- form,
form spatial grid (increasing from = a outward) will better

sample the potential. _ Kot Bt I

4. The short time decay is controlled iy, whereas the 0= 2D (F1£=v1+h) (6.9)
intermediate behavior and the long-time tail are sensitivg,to
D, andV/(r). The tail is enhanced by faster recombination, larger Heref is the dimensionless parameter
attraction, and slower diffusion.

5. To allow for a unique determination of the parameters, . (ko — ko — kgi)4D 6.10
some of them must be extracted from independent measure- p= (K0 a;ﬁ)z (6.10)
ments. Typically, one utilizes known experimental values for
T, €, Ro, and D. This leaves mainly the rate constants as These roots enter into the special function
adjustable parameters.

6. The long-time tail may be sensitive to the effect of o(to,) — gDt erfc(—ai«/ﬁ) (6.11)

experimental “artifacts”, such as minute quantities of fluorescing

impurities, and spectral overlap between the R*OH and R*O  yyhere erfcy) is the complementary error function for a possibly

bands. Measures should be taken to correct for these factorscommex argument. The approximate protonation and separa-
7. The short time behavior is strongly dependent on the {igp probabilities are finally written &&134

instrument response function (IRF), which includes the effects
of the laser pulse and detection system. The IRF should be
measured in parallel to the data (ideally, both should have the
same time origin) and convoluted with the calculated kinetics
before comparison with experiment.

C. Analytic Approximation to the DSE. In the absence of
a potential of interactiony(r) = 0, an analytic solution to egs
6.3 could be found?® even for different ES lifetimes and
geminate quenchint® This solution is useful in cases where
the dissociation products are neutral, for example, ESPT to
solvent from protonated aminopyreffdn ROH acids, there is
typically an attractive potential of interaction that enhances the
recombination. This case can be solved only approximétehy?
yet the long-time asymptotic behavior may still be obtained
analytically. These solutions are summarized below. For details
on the mathematical derivation the interested reader should
consult the original papers.

It is useful first to define some effective rate constants and
reaction radii. In the presence of a potential, an effective radius
is defined by

ay = (€O %dn)™ (6.4)
It reduces toaest = a whenV(r) = 0 and to
a1 = Rp/[1 — exp(-Ry/a)] (6.5)

for the Coulomb potential in eq 6.2.
Subsequently, one defines two diffusion-control rate con-
stants,
ko = 47Day k_p = kye'® (6.6)
for the association and separation directions, respectively. With
these, in turn, one can define two steady-state “off’ rate
constants

_ kykop _ ky(kptky)
o Tk Tk O Ttk Tk 7
and two additional effective radii,
C kag (Kt k) ag
=Tk Tk Mtk tk OO

The approximate solutidf®134to eqgs 6.3 can subsequently
written in terms of two roots of a quadratic polynomial that

—K ot

P =5 oltio,) — 9lto-)

J1i+8 )
(6.12a)

(¢(t;0+) + ¢(to_) —

_K
g Ko

Vith

(1+o,a0) o(to,) — 1 _
O At

q . _
(A+ody) élto.) 1) 6.2
O gt

Figure 20 compares the approximation from eq 6.12a with
the exact numerical solution of eqs 6.3. For all practical purposes

SO =

10

—_
oﬂ

P(t) exp (K, 1

-
=
f

10°

A - regime

aaal
10
time, ns

Figure 20. Protonation probabilities from the diffusion model of ESPT.
Lines, calculated from the numerical solution of eq 6.3 using the SSDP
software!®® are compared with the approximation in eq 6.12a (red
dashed lines) and the long-time asymptotics (blue ¢asi lines) in

eq 6.13a below. Five sets ofi}lvalues are applied, the largest fits the
experimental data for ESPT from 5CN to DMSO (green circlés).
Adapted from Figure 1 of ref 141. Parameters usad: 5.5 A, Ry =

12.1 A,D =1 x 1075 cn/s, k, = 456 A2, and 1k, = 5.7 ns.

10"

1
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SCHEME 8: Keto Resonance for the 5SMS1M Anion Is
Believed To Shorten Its ES Lifetimé3 AB - regime
10 + EtOH
o° o] o) -
X
j= 5
——— T = 07
o
0=S>0 0=S=>0 0=<5—0° 01} DMSO
| | l A - regime i
CH CH CH i -
3 3 3 - 0
time, ns

the agreement is excellent. The approximation is worse at short
times, whereas at long times it converges to the exact asymptoticrigure 21. Kinetic transition in ESPT from 5SMS1N to various solvents.
behavior, which will be discussed below. Points are TCSPC data and lines are fits to the DSE. Adapted from
D. Kinetic Transition. The asymptotic behavior can be Figure 3 of ref 142, where the various parameters are listed.
deduced from the approximations in eqs 6.12, which become
exact at long times, or directly from the Laplace transform of
the DSE!®3134|t undergoes a “kinetic transitio?*! depending
on the sign off defined in eq 6.10. Focusing d¥(t) expkat),
one finds two regimes with a sharp transition between them,
characterized by the following asymptotic behavior
1.8 < 0,t 32 decay

E. “A Regime” Asymptotics. Let us now focus in more detail
on the “A regime”, which is the usual case for exited ROH
dyes. The long-time asymptotic behavior (denoted by) @an
be obtained analytically in this reginié

2.8 =0, t 2 decay P(t) ~ 22 K g K (6.13a)
: 32
3. > 0, exponential growth (47Dt)
These three types of behaviors are depicted in Figure 20, where , _V(a
the transition occurs for i = 2.654 ns. S ~7 1+ Kafko — ko) + ke ®z 4 oKt
For a general dissociation-association reaction of the type 47D 7Dt
AB = A + B, with two different lifetimes for AB and A, this (6.13b)
behavior can be understood as follows. Due to dissociation, AB
decays at long times with the effective rate-constant ki, Here two equilibrium coefficients were defined
whereas A decays at long times only W These two
effective rate coefficients are exactly balanced at the transition, Keq= kaefv(a)/kCI Kgq = (k,+ kq) E;V(E:l)/|(d (6.14)

S = 0. When AB decays faster than & (< 0), the reactive
system is most of the time in state A, hence the term “A regime”. . ] . I
This is the usual case in ESPT to solvent. Here diffusion effects (for ESPT,K; = 1/Keg) and the ultimate “escape probability”,

have time to evolve, leading to the asymptdti&2 power-law Z, is given by

decay. It reflects the probability of the-AB pair to return to

the origin of their random walk (the normalization factor of 7 Kot (6.15)
the Gaussian solution for free diffusion in three-dimensions). = K+ ko — Ko )

When A decays faster than AB ¢ 0), there is no time for
diffusional effects to accumulate, and the decay becomes
exponential. In this case the system is most of the time in the . e :
AB state, so it is termed the “AB regime”. It was nevertheless when either the lifetimes are equal, no quenching occurs, or

; > el - both:
unexpected that a sharp transition should occur at a finite value ) o ] )
of # and, moreover, that it could be observed experimentally. _ * Equal Lifetimes and No Quenching.In this casé*»143

To verify this transition experimentally, we searched for ROH £ = 1 andS(t) expff) increases monotonically to unity.
dyes with particularly short anion lifetimes. 10H substituted at ~ * Equal Lifetimes with Quenching. In this case
the 5-position fulfills this criterion. We have studié¢8ESPT Z = koiilkgy = k-pl/(k-p + kg), namely, the branching ratio
from 5-(methanesulfonyl)-1-naphthol (5MS1M)whose anion between escape and quenching. Equation 6.13b then simplifies
is shown in Scheme 8. Recall, that proton-quenching for 10H to
is assumed to occur predominantly at positictt She sulfonyl
substituent protects against such an attack, while promoting the
keto resonance shown in the scheme. The keto form is thought St)~Z
to initiate curve-crossing to the GS, leading to the short ES
lifetime. Moreover, strong HB donors could stabilize the
negative charge on the sulfonyl moiety, hence stabilizing the This is the asymptotic solution for irreversible geminate
keto form, decreasing the lifetime even further. Indeed, we find association (with a rate constag} starting fromr = a.1® Instead
that 1k; decreases from 1.85 ns in DMSO to 1.0 ns for EtOH. of a monotonic increase, there is now a maximum followed by
Commensurate with this change in lifetime, we observed the a t™¥2? decay to the platead. This result would follow if at
kinetic transition shown in Figure 21: The R*OH decay is in long-times the two channels in eqgs 6.1 decouple. On the basis
the A regime for DMSO but switches to the AB regime in EtOH.  of such intuition, Pines & Fleming first proposed thi&2 decay
Thus far, this is the only example of ESPT in the AB regime. and verified it experimentally**

It is interesting to consider how these general results simplify

que—V(a) 1 )
1+—= = gk (6.16)
47D \ /J'[Dt
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« Different Lifetimes without Quenching. In this casé® one 0.8
can rewrite the survival probability using the more fundamental
rate coefficients

ko [, ke Vo~ k) B | iy
St) o 1+ o — e

(6.17)

with Q = kgkp + (ko + kee™V@)(ko — kp). Thus a peak in the
lifetime-corrected anion signal is expected even without quench-
ing, provided that the ES lifetime of the anion is longer than .
that of the acid. The amplitude of the peak is then proportional B s

to ky exp[—V(a)]. - : ) . : :
The “super” photoacid 5CN can transfer its proton to any = 0.0
mixture of water and methandl.As methanol is added into Q 0 5 10 15 20 25 30 35
. . . >
water, loweringe, the proton attraction to the R*Oincreases, Q

whereas its diffusion constant decreases. These are conditiong= 1
that enhance the quenching reaction. In addition, the lifetime =
of the anion increases. We usé¢tmethanol/water mixtures to
observe simultaneously the two different power-laws predicted 0.1
by egs 6.13.
Figure 22a shows the TCSPC data for 5CN in 11.2 mol %
of water in methanol. As the lifetime-corrected acid signal
decays, that of the anion rises to a maximum and then decays 0.01
to the plateauZ, in eq 6.15. The lines through the data are
simultaneous fits to the solution of the DSE. Panel b shows the
same data on a legog scale, after subtracting the constant 1E-3
from the lifetime-corrected anion signal. It is seen how the acid
tends to the~%?2 law whereas the anion tends to @’ law,
with the corresponding asymptotic lines (dastot) calculated
from eqgs 6.13. 1E-4
F. What Limits the ES Lifetime? Having discussed proton 1 . 10
qguenching, it is interesting to ask whether other (unimolecular time, ns
or pseudo-unimolecular) chemical reactions contribute to the ) o o
nonradiative decay of the excited acid and anion, namekg to Figure 22. “A regime” kinetics for ESPT to solvent with different

: : lifetimes and quenching. Acid (370 nm, blue circles) and base (570
andk,. The following suggestions have been made, although nm, red circles) fluorescence signals from excited 5CN in 11.2 mol %

the relative contribution of each is not well established. of methanol are simultaneously fitted to the diffusion model, egs 6.3
1. R*OH DecayOld 20H scavenging experimeftsled to (lines). The dashdot line in panel (a) iZ from eq 6.15. The dash
the proposition that H-atoms are formed in the deactivation dot lines in panel (b) are the two asymptotic power laws from eqs 6.13.

process of the photoacid in its singlet state Parameters used ase= 5.5 A,Ro = 16 A, D = 2.2 x 1075 cn¥/s, kg
= 1.9 ns?, k/(4ma?) = 15.2 Ains ky/(4ma?) = 12 Ains, 1k, = 5.7 ns,
R*OH— RO+ H (6.18) and 1k, = 11.3 ns. Adapted from Figures 2 and 3 of ref 145.

In the past few years there is renewed interest in this reaction

channel. It has been suggested to occur in preference to ESPTexcited 2-anilinonaphthalene in alcohol/water mixtd€@S hey

for excited phenol in clusters of-23 ammonia molecules” interpreted this as implying that nonradiative deactivation
High level ab initio calculations revealed an intersection between dominates in pure alcohol solutions, whereas aquated electron
the zz* and wo* states that leads to such radical formation, formation dominates in pure water. We have observed a similar
with possible subsequent disintegration of the hydrogen radicaltrend for the ES lifetime of the 5CN anidfi;see Figure 23.
into a proton and a solvated electrdfiHowever, the emission  This, then, may support the formation of solvated electorns as

from naphthols is red shifted in comparison to phenol, so itis a deactivation mechanism for the excited anion in pure water.
not clear whether the H-atom transfer is an open channel even  pq aiternative deactivation reaction may be

in their gas-phase clustef¥.In polar solvents (or with the cyano
substituents) the emission is further red-shifted; hence this
channel is not likely to be important for most cases considered
here.

2. R*O™ Decay.Water seems to be particularly efficient in  There is plenty of ES energy to promote this channel. The R*O
shortening the anion lifetime, and the question arises whetherexcitation energy is typically23 eV, whereas water hydrolysis
this may be attributed to a specific deactivation reaction. For is endothermic by about 0.6 eV in liquid water, and 1 eV in
excited naphtholate, the formation of solvated electrons was small water cluster®0Water hydrolysis in (HO)xo clusters was
suggestettt shown by ab initio calculations to be very sensitive to the HB

topology, leading for some conformations to spontaneous ion
R*O" — RO+ g, (6.19a) formation!%° Thus, appropriate HB conformations may promote
this deactivation channel also in solution. Photoacids for which
Lee and Robinson have found a maximum in the lifetime of eq 6.19b is dominant may be of practical interest, because

R*O” + H,0— ROH+ 20H (6.19b)
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amplitude decreases, and this is attributed to screening of the

014}
; ° Coulomb attraction between the dissociated proton and the
S5CN anion 4-times charged HPTS anion.

0121 Within the framework of the diffusion model in section VIA,
” one solves the DSE in eq 6.3a after replacing the Coulomb
£ ° potential of eq 6.2 by the Debyédickel (DH) screened
. 0101 g potential
- .‘
= . . _ Roexplwr-a)]  ,_swekc

0.08| v =—-——7——"— K* = (7.1)

. . N r 1+ «a ksTe

[ ] ® ' )
0.06 * Here 1k is the radius of the “ionic atmosphere” for a univalent
L J . . s salt of concentration.?® The same is used in the electrostatic

and the diffusion problems. Inserting parametees— 1.9%/c
mol% H,0 with ¢ in molar, producing a concentration dependence in the

Figure 23. Dependence of the ES decay rate coefficient of the 5CN INteraction potential. . .
anion on solvent composition in methanol/water mixtures. Adapted from ~ With all parameters kept at their respective values for pure
Figure 14 of ref 17. water and onlyx varying with c, the attenuation of the long-

time tail is too strong. However, according to the Kohlraush
10 NG HPTS/wat law (treated theoretically by Onsagéf)D decreases with
\ water increasingc following avc dependence. This should enhance
geminate recombination and partly compensate for the increase
, \ in screening. Thus, to obtain the fits in Figure PAvas adjusted
10 N, 6= 0mM at each concentration. It was indeed found to decrease, from
' \ 9.3 x 1075 cn¥/s in pure water to 7.& 10-° cné/s at 164 mM
salt5! following the v/c law (albeit with an excessive slope).
10°L AN : B. Salts of Weak Acids.Salts of weak acids are not inert,
164 mM SRR because their anion, B is a base that can bind a proton.
IR Common examples are fluoride;” Fand acetate, C4€O,".
: ; 8 1 Their pK, values lie between the GS and ES acidity constants
time, ns of the photoacid under consideration, so that they do not react

Figure 24. Salt effect on the transient fluorescence from HPTS (at with it in t_he GS t_)Ut do so '_n its ES. .

the R*OH frequency, 435 nm) for aqueous solutions of varying NaNO Three (irreversible) reactive channels are now possible for
concentrations (top to bottont = 0, 12, 24, 47, 85, and 164 mM).  the B™:

Lines are fits to the diffusion model, with DH screening, adjusled e Scavenge the dissociated proton from solution

and the remaining parameter’s& kept constant= 6 A, Rp = 28.3 A,

ki = 7.1 ns?, ki(4na?) = 5 Alns, 1ky = 5.3 ns, = 5.4 ns. - +

Adapted from Figure 2 of ref 151. o B +H —BH (7.2a)

P(t) exp(kot)

. . . . o Diffuse to pick up the proton from the excited R*OH
following light absorption they eject a proton on a short time

scale and a hydroxide at longer times. _ ke _
y g B~ + R*OH —- BH + R*O (7.2b)
VII. Salt Effects « Form a HB complex already in the GS

Thus far we have focused on the individual kinetic steps for R L BEAL. R o
a single excited photoacid. The problem is made more complex ROH-B" + hw — R*OH---B BH + R*O (7.2¢)

by the addition of salts. We consider here only salts of strong The first reaction dominates at low Bconcentrations, the
electrolytes, which are fully dissociated into ions. These may second at intermediate concentrations and the last at very large
be divided into two classes: salts of stronger and weaker acids.[B-]. weller apparently considered only the second reaction
Salts of strong acids are inert, because their anion is a weakwhen discussing the acetate effect on the 20H fluorescence
base that does not react readily with the proton. At low spectrun®52The reaction in eq 7.2c behaves like intramolecular
concentrations, such salts only modify the long-range potential, PT86.79see section IVB. Thus we analyze below the diffusion-
by screening the Coulomb interaction betweenatd R*O". influenced kinetics prevailing in the first two cagé:157
Salts of weaker acids dissociate to give a stronger ionic base, 1. Proton Scaenging. Proton scavenging in eq 7.2a is
B~. It may react with the proton, either before or after R*OH  dominant for low salt concentrations, typically-20 mM. In
dissociation. The present section extends the fundamentalthis case the photoacid dissociates before a direct collision with
diffusion model to these two cases. The success of the extendedhe scavenger takes place. Goldberg et al. measured the excited
model lends further support to our basic interpretation of the HPTS kinetics in aqueous solutions with varying acetate
kinetics as a reversible geminate diffusion-influenced reaction. concentrations in this rande® As noted above, HPTS is a “nice”
A. Inert Salts. Figure 24 shows the effect of an inert salt photoacid for performing such experiments, becakises k;
(NaNG) on the photodissociation kinetics of HPTS in wetfér. andky ~ 0.
HPTS is a convenient probe to use, because it exhibits similar To explain the acetate effect,-acks p(r,t) term was added
acid and base lifetimes and little proton quenching. The-log to the DSE in eq 6.3a, whelg is the bimolecular scavenging
log scale emphasizes the long-titné?2 decay due to reversible  rate coefficient in eq 7.2a and= [B~]. This is equivalent to
geminate recombination. With increasing salt concentration, its modifying the ES decay rate, replacikgby kj + cks. On this
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Figure 25. Scavenger effect on photoacid dissociation. Lines are best-
fits to TCSPC data (not shown) of HPTS (acid form) in agueous
solutions containing various GBOO™ concentrations (indicated}?

(a) semilog scale; (b) multiplied additionally by ekfg) and displayed

on a log-log scale. Dotted lines show asymptotics from eqs 6.13a and
7.3. Parameters taken from Table 1 of ref 158= 7 A, Rp = 28.4 A,

ks = 7.5 ns%, kJ/(4na2) = 7.5 A/ns, 1k = 1/k) = 5.3 ns,ks = 4.5 x
10°M-1s1 D=9.3x 105 cné/s.
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Figure 26. Direct bimolecular acietbase reaction between a 2N6S
photoacid ad 2 M acetate anion in an aqueous solution containing 50
vol % glycerol. Circles are the experimental data, multiplied by
expot). The line is an IRF-convoluted fit to the Smoluchowski theory
in eq 7.6. Parameters used in the fitare 7 A, e = 61,Rp = 9.1 A,

ko = 1ky = 10 ns,ker = 9.4 x 1° M~ s, D = 0.067 x 10°°
cn?/s, and 1y = 12 ns. Extracted from Figure 6 of ref 156.

when the initial acie-base distances are sufficiently small to
be covered by diffusion before the proton dissociates. This
reaction has been studied in the time domain in several recent
publicationst®#157 Figure 26 shows the ES kinetics of 2-hy-
droxynaphthalene-6-sulfonate (2N6S) w2 M acetate in an
agueous solution containing 50% (by volume) of glycé?él.
The added glycerol slows down the relative adisse diffusion
and thus enhances the diffusional effects. The lifetime-corrected
fluorescence signal (circles) decays initially fast but then slows
down to a near-exponential decay.

The simplest approach for treating these #ati#5is via the
Smoluchowski theody® of pseudo-unimoleculac(= [B7] >
[R*OH]) irreversible diffusion-influenced reactions, which is

mean-field level, the many scavenger molecules are representeghe most fundamental many-body theory in the field of diffusion-

by a uniform and constant concentratianFor simplicity, the
effect of varying ionic strength witls was not taken here into
account. The justification for this is not only thats small (up

to 16.4 mM), but also that screening of thé/B~ interaction
has an opposite effect on the recombination probability than
the screening of the HR*O~ interaction.

The mean-field DSE was shown to produce a good descrip-
tion of the measured scavenging effect, although an effective
was used that differs from its true value by about 1% he
best-fit theoretical curves are shown in Figure 25a. The long-
time t=3/2 tail, which is due to geminate recombination, is

strongly attenuated by the added scavenger and switches into

an asymptotic exponential decay.

At the time, the solution to the DSE with scavenging was
not known, because it is isomorphic with the two-lifetime
problem. Having worked out the theory in sections WE, all
that is needed is to repladé by kj + cks in all of our
equations. Thus, in the usual A reginft) exp[k; + ck)t]
should decay asymptotically according to thé?2 law in eq
6.13a. For HPTS the prefactor in eq 6.15 simplifies to

Z = Kol (Kogs — €k

Hence unlike the case of quenching, whérmecreases with
increasing, here itincreaseswith increasingcks. This behavior

is demonstrated in Figure 25b. Moreover, the kinetics should
undergo a transition whetks = K.

(7.3)

influenced reaction® In the limit that the R*OH is static (and
only the B™ diffuse), it is exact®16%yet provides an excellent
approximation also when the acid movés.

In this approach, one first solves a DSE fogeminateGS
acid—base pair with a relative diffusion constabt This is
simpler than eq 6.3a, because we lket= k; = kg = 0 and
replacek, by the PT rate constambr:

aDr o V0 Kl Qv _ kPT — a)

Gl _
pm p(r.t) = o P

] p(r.t)
(7.4)

whereas dP(t)/at = kerp(at). The initial condition is an
equilibrium distribution of the B around a central R*OH
molecule

p(r,0) = exp[=V(r)]

wheread?(0) = 0. The survival probabilitySt), of the unreacted
acid for our irreversiblenany-bodyproblem is connected with
the solution of eq 7.4 as follow§?.160

(7.5)

St) = exp[—cP(t)] = exp[-c fotk(t’) dt'] (7.6)

wherek(t) = kep(art) is the celebrated “time-dependent rate

coefficient” 162

In the absence of an interaction potential, eq 7.4 can be solved

These predictions have not yet been checked experimentally.analytically forp(r,t), from which one find¥

They require more accurate data and will hold only if this mean-
field description of scavenging is valid over a wide dynamic
range.

2. Direct Acid—-Base ReactioriThe ES bimolecular reaction
in eq 7.2b dominates at higher base concentrationg (),

ko ker
ko + kor

Here¢(t;0) is the function defined in eq 6.1ag = 1 + kpt/kp

k(t) = (7.7)

1+—¢(t )]
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andkp = 4zDa. Thusk(t) starts from the large valu&pr, and the joint probability density fory, r, ..., so that foiN particles
decays to its asymptotic valuiekpt/(kp + ket). Consequently, anN-dimensional diffusion equation needs to be solved for the
S(t) decays initially faster than exponential, becoming expo- A + B state. This, in turn, is coupled tN other diffusion
nential at long times. equations depicting a given,Bvhich is bound to A to form C.

In the presence of a potential, two useful approximations were Eventually, one takes the thermodynamic limit when bith

suggested® Alternately, the exack(t) can be obtained using
the SSDP softwar&® Here we use the DH potential in eq 7.1,
with « = 2.9V/cle A1 (c in molar). Although it is not quite

and the volume tend to infinity while maintaining their ratio,
constant.
Clearly, this is a formidable problem. One may hope to find

adequate for such a high electrolyte concentration, the screeningth exact solution only by simulations. An accurate Brownian
is so strong (I ~ 2 A for ¢ =2 M) that one may almost  dynamics methodology was developed by Edelstein and Ag-
eliminate the potential altogether. To account for the competing mon;t”* first in one dimension and subsequently extended to
channel in eq 7.2a, we multip(t) from eq 7.6 by exp{kdt), three dimension¥’2-174 The principles and “tricks” utilized to
using aky that was measured separately in the same solventperform these simulations, over a wide time range and for many
without acetate. For simplicity, geminate proton recombination B particles, can be found in the original publications. Although
is neglected. Figure 26 compares this theory (line) with the the simulations are currently limited to static A or C and no
lifetime corrected TCSPC signal of R*OH. An extended interaction potential, their availability enabled one to test the
comparison for a whole series of glycerol compositions is given Vvarious theories, and eventually converge onto the most promis-

elsewherg>5156

The agreement with the Smoluchowski theory is good. For
many years this theory was utilized mainly for fluorescence
quenching}®3164 but unfortunately the initial nonexponential
phase was not conspicuot?®8 Nowadays, direct ES aciebase

ing analytical theory described below. This also motivated a
renewed comparison with experiment.

B. Analytical Results. Of the many analytical approximations
suggested for the many body<€ A + B reaction (see ref 173
for an overview), the most accurate description of the GS

reactions provide some of the best available examples for thereaction is given by the multi-particle kernel 1 (MPK1) theory

applicability of the theory.

VIIl. pH Effect as a Many-Body Problem

The pH effect on ESPT to solvent formed the basis for the
fluorimetric titration method utilized by Weller to determine
pK? values? The basic assumption is that pseudo-equilibrium

is reached in the reversible ES reaction, as suggested by eq 1.1.

When time-resolved measurements became fea%ibléSthe
data were typically fitted to the biexponential kinetics predicted
from chemical rate equationt&’ In view of the nonexponential

of Sung and Leé&’> This solution applies also to the ES reaction
when the ES lifetimes are equal. A convenient starting point is
a convolution relation for the probabilit(t), of observing the
bound state C:

dP(t)/dt = cke @ j;‘za —7)[1 - P(7)] dr —
ko [5=(t — 7)P(2) dr (8.1)

The rate kernelX(t), contains memory effects due to the
reversibility of the reaction and the effect of diffusion. Ordinary

kinetics observed for the geminate pair (see above), Huppert etchemical kinetics apply when it is a delta functiGft) = o(t).

between R*O and a concentratiomw, of protons is truly (multi)-
exponential. This, in turn, motivated the development of the
many-body theory of reversible diffusion-influenced reactions,
which is described below together with some experimental
verification169.170

A. Theoretical Model. The theoretical model is the simplest
possiblemany-bodyextension of the diffusion model in section
VIA for the reversible C= A + B reaction. We consider only
the GS problem in detail. It applies also to the E&if= k. In
this model, a static C molecule is located at the origin (the
“target problem”). It is a sphere of radigs surrounded by a
concentratiort of identical point particles, B. The B particles
diffuse with a diffusion constarid and interact only with C, or
only with A, via the same spherically symmetric potentigl,)
(in units of kgT). Ascribing the mobility only to the B’s is a
rather good approximation when dealing with protons.

C may dissociate with a rate constdqtto form an A-B

pair at contact, and then the geminate B competes with all other

B’s for rebinding. When A and B collide they react to form C
with a rate constarit,, However, if C collides with B nothing

both recombination and dissociation terms and that this relation
is formally exact, although the exaktt) is, of course, unknown.

As usual, one takes the Laplace transform, defirfifg)
=39 = Jo=(t) exp@l) dt. The functionF(s) is sometimes
called the “diffusion factor function”, as it factors out the effect
of diffusion on the kinetics. Starting from the bound sté&))
= 1, the Laplace transformed eq 8.1 becomes

1 CKeqt (FkyF(9)

P = S TH okt (Sk)F

(8.2)

with Keq from eq 6.14. In the chemical kinetic limit of fast
diffusion F(s) = 1. Various approximate theories imply different
approximations foiF(s).173 However, for asymptotically long
times € — 0) the terms containing(s) cancel altogether, and
one gets

P(0) = cKef(1 + cKyy) (8.3)

Only in this limit is the chemical kinetic result of general

happens (a reflecting boundary condition then applies). As for validity.
the geminate problem, no angular dependence is assumed for The most successful form oF(s), that of the MPK1

the chemical reactivity, so that the spherical symmetry of the
problem is maintained.
Unlike the discussion of salt effects, when a mean-field

approach was applied, one is interested in developing a truly
many-particle treatment to this problem. This means that each

Bi is treated microscopically, its position being defined by its
distance from A or from C. The exact problem then involves

approximatiori’®is a linear combination of two factor functions

1 CKeq
T+ oKy, oot T T e,

for the geminate and irreversible problerfigen(s) andFi«(s),
respectively. The irreversible solution is given by the Smolu-

F(s) ~

Fi(9)  (84)
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Figure 27. Time dependence of 2N68DS fluorescence in aqueous
solutions of varying proton concentrations, top to bottom: 50, 20, 10,
5, 2.5, and 0 mM HCI. Lines are IRF-convoluted multiexponential fits

used to prepare Figure 28. Adapted from Figure 3 of ref 169.

chowski result in eq 7.6, only with agffectve concentration,
Ceff = C+ Kgql, replacing thec there. The exact form for these
two factor functions can be found elsewhéfél’>When eq

8.4 is inserted into eq 8.2 and the Laplace transform is inverted,

the results are almost indistinguishable from those of three-
dimensional Brownian simulations of the target problem (with-
out a potential).
The long-time asymptotic behavior of the MPK1 expression
can be obtained analytically
K

- +

(1 + cK9*(4rD)*?

AP(t) = P(t) — P(0) ~ (8.5)

It has first been derived from other approximatibid’” and
subsequently shown to be exd&l’® The approach to the
limiting plateau in eq 8.3 is thus a power law, and not
exponential, as might be expected from chemical kinetics. The
effect of diffusion is indeed difficult to obliterate. It results from
the many cycles of dissociation and recombination. Each

sequential dissociation event produces one B particle at contac

with A, but the remaining B’s have meanwhile progressed closer
to equilibrium. Eventually, the problem approaches the situation
of an A—B pair at contact, immersed in an equilibrium
distribution of B’s. This limit then becomes a “dressed”geminate
problem, retaining the characteristic? behavior, albeit with
concentration-dependent coefficients.

For differentlifetimes, the whole problem has to be recon-
sidered. Simulations for the ES problem with different lifetimes
have recently been reportétf:'8°The best overall agreement
with these data is obtained by the “unified Smoluchowski
approximation” (USA) of Szabo and co-workéf.In this
theory, the diffusion factor function becomes a linear combina-
tion of two irreversible Smoluchowski-like terms with effective
concentrations. Unfortunately, its long-time behavior could not
be obtained analytically.

C. Comparison with Experiment. Figure 27 shows the effect
of adding increasing amounts of HCI to an aqueous solution of
2N68DS, on its transient fluorescence sigttaThough theory

Agmon

0.1

A P(t)

0.01

[H*1=50mM
il N AN
0.1 1
time, ns
Figure 28. Approach to (quasi) equilibrium in ESPT from 2N68DS
to aqueous solutions containing various HCI concentrations (top to
bottom: 0, 2.5, 5, 10, 20 and 50 mM). Lines were extracted from
multiexponential fits to the data in Figure 27. Dashed lines were
calculated from eq 8.5, using a concentration-deperifigrualculated
from P(e) in eq 8.3. Adapted from Figure 7 in ref 169.

assumes equal ES lifetimes, 2N68DS has somewhat different
lifetimes, 9.2 and 12.4 ns for the acid and base, respectively.
This makes the comparison less than quantitative. As seen in
the figure, the lower the pH the larger the quasi-equilibrium
plateau approached by the lifetime-corrected R*OH fluores-
cence. This again confirms the occurrence of adiabatic proton
recombination with the excited anion.

The limiting plateau agrees semiquantitatively wi{jao) from
eq 8.3, increasing with proton concentratian,This increase
is not as fast as might be expected because of increasing ionic
screening by the added HCI, which redugs The dependence
of KegOn ¢ could be explained by the DH potential in eq 7.1,
except that a value d8 = 0.46 M~Y2 was used inc = Bcl2
instead of the theoretical value of 0.33 M.

To extract the approach to the quasi-equilibrium state, the
data were fitted to a multiexponential function that was
convoluted with the IRF. The fitted function was multiplied by
explgt) and the constarf®(«) subtracted from it. The results
are shown in Figure 28, and they indeed appear to follow the
t=3/2 behavior in eq 8.5. In a parallel measurement on HPTS
(for which the assumptioky ~ k; is much better), Pines and
Pined”® were even able to verify that the power on thet-1
CKeq term in the denominator is indeed 3 (and not 2, as

lpreviously believed).

IX. Conclusion

A combination of experiment, theory, and simulations
unravels the elementary steps involved in the phenomenon of
photoacidity of ROH-type photoacids. These steps begin with
the atosecond intramolecular charge rearrangement, revealed by
guantum chemistry calculations and solvatochromic shifts.
Electronic charge flows from the OH group to the aromatic ring
system, more strongly so in the anion than the acid. This induces
a femtosecond HB rearrangement, strengthening the HB donated
from the OH to the solvent, in preparation of the transfer step.
The PT step itself, which occurs in picoseconds, appears to
depend crucially on the solvent. This is manifested in unusual
dependence of the dissociation rate parameter on water con-
centration and temperature. The dissociated proton diffuses in
aqueous solutions anomalously fast, each proton hop taking
place in just +2 ps. New simulation results point toward a
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collective participation of HBs in the Grotthuss mechanism of  (10) Douhal, A.; Lahmani, F.; Zewail, A. HChem. Phys. Lett1996
207, 477.

proton mOblh.ty' . . . . (11) soumillion, J. P.; Vandereecken, P.; Van Der Auweraer, M.; De
The dissociated proton continues to engage the excited anionicschryver, F. C.; Schanck, A. Am. Chem. Sod.989 111, 2217.

base in recombination or quenching reactions. These fast (12) Tolbert, L. M.; Haubrich, J. El. Am. Chem. S099Q 112, 8163.
processes (on the 100 ps to 100 ns time scale) are necessarily (13) Tolbert, L M. Haubrich, '\j-.?{nggscggméﬁgaﬁggﬁﬁs1?:?]98%
diffusion-influenced. A diffusion model was thus developed that , 1(99)7 10‘1)'[’4662_" T 9 ye: '
describes ES reversible geminate recombination, with different  (15) Sointsev, K. M.; Huppert, D.; Tolbert, L. M.; Agmon, N. Am.
ES lifetimes for acid and base, and with quenching. This model Chem. Soc1998 120 7981. _
reveals an interesting kinetic transition. In the more common 1oélgg8a°'”tse"' K. M.; Huppert, D.; Agmon, N. Phys. Chem. 4999
“A regime”, it exhibits different long-time ppyver-law kjnetics (17) Solntsev, K. M.; Huppert, D.; Agmon, N.; Tolbert, L. NI. Phys.
for acid and base. These effects were verified experimentally. Chem. A200Q 104, 4658. ‘
On the nanosecond time scale, the ES decays to the GS, and (18) Clower, C.; Solntsev, K. M.; Kowalik, J.; Tolbert, L. M.; Huppert,

ible nonradiative decay mechanisms were discussed. The’: > Phys. Chem. 2002 106 3114.
pF)SSI_ J el Yy : : (19) Rice, S. A.Diffusion-Limited ReactionsgComput. Chem. Kinet.;
diffusional kinetics is compounded when salts or acids are addedEisevier: Amsterdam 1985: Vol. 25.
to the solution. This introduces effects of ionic screening, proton  (20) Weller, A.Z. Elektrochem1952 56, 662.
scavenging by basic anions, and many-body competition for ~ (21) Jackson, G.; Porter, Groc. R. Soc. London A961, 260, 13.

L . (22) Baba, H.; Suzuki, S1. Chem. Physl961, 35, 1118.

rebinding between the geminate and homoge.neous Protons. (23) schulman, S. GSpectrosc. Lett1973 6, 197.
These were treated theoretically and compared with experimental (24) Tobita, S.; Shizuka, HChem. Phys. Lettl98Q 75, 140.
data. This motivated the development of a new theoretical = (25) Webb, S. P.; Philips, L. A.; Yeh, S. W.; Tolbert, L. M.; Clark, J.
subfield of diffusion-influenced reactions dealing withersible H. J. Phys. Cheml986 90, 5154.

- 9 (26) Granucci, G.; Hynes, J. T.; Millje.; Tran-Thi, T.-HJ. Am. Chem.
reactions. S0c.200Q 122, 12243,

This does not yet complete the saga of the excited photoacid, gZZ))SEiaolntsev, K. M.; Huppert, D.; Agmon, N. Phys. Chem. A998

WhICh may get mvolv_ed in additional processes at even Ion_ger ©8) Dewar, M. J. S.: Stewart, J. J. P.. Ruiz, J. M.: Liotard, D.: Healy,
times. For example, it may undergo intersystem crossing into g F : Dennington, R. D., II. INMPAC Version 6.555emichem., Shawnee

the triplet state. The ROeventually rebinds the proton on the
nanosecond to microsecond time scale once back in the
GS182-184 completing the cycle in Scheme 2. The present

1997-1999.
(29) Agmon, N.; Rettig, W.; Groth, Cl. Am. Chem. SoQ002 124,

(36) Minkin, V. I.; Osipov, O. A.; Zhdanov, Y. ADipole Moments in

exposition did not address all possible extensions and applica-Organic ChemistryPlenum: New York 1970.

tions of the ESPT phenomenon: It only touched the growing

field of ESPT in gas-phase clustéPs3®-45147|t did not discuss
ESPT in bifunctional compoundg® which may have an
important role in analytical chemistry of metaf$.ESPT can
also occur in micelles, reverse micellé$;189 and other
supramolecular assembli&®. 1t serves as a useful probe of
membranes, channels, and protéfidIt also occurs naturally
in some proteins, such as the green fluorescent préteii?
Given the increasing number of applicationsraérmolecular

(31) Wiberg, K. B.Chem. Re. 2001, 101, 1317.

(32) Zilberg, S.; Haas, YJ. Phys. Chem. A998 102 10843.

(33) Horng, M. L.; Gardecki, J. A.; Papazyan, A.; Maroncelli, 3.
Phys. Chem1995 99, 17311.

(34) Kamlet, M. J.; Abboud, J.-L. M.; Abraham, M. H.; Taft, R. \J..
Org. Chem.1983 48, 2877.

(35) Laurence, C.; Nicolet, P.; Dalati, M. T.; Abboud, J.-L. M.; Notario,
R. J. Phys. Cheml1994 98, 5807.

(36) In an excitation spectrum one measures fluorescence at a fixed

frequency as a function of the excitation wavelength. The outcome is similar
to an absorption spectrum.
(37) Tran-Thi, T.-H.; Prayer, C.; MilligP.; Uznanski, P.; Hynes, J. T.

ESPT reactions, it is hoped that the present exposition of the 3. phys. Chem. 2002 106, 2244.
fundamental steps involved in the cascade of processes triggered (38) Fang, W.-HJ. Chem. Phys200Q 112, 1204.

by light excitation of ROH photoacids will be of use in future

studies.
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